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Abstract
Electrical capacitance tomography (ECT) is a promising technique applied in many fields. However, the solutions for ECT are not unique and highly sensitive to the measurement noise. To remain a good shape of reconstructed object and endure a noisy data, a Rudin–Osher–Fatemi (ROF) model with total variation regularization is applied to image reconstruction in ECT. Two numerical methods, which are simplified augmented Lagrangian (SAL) and accelerated alternating direction method of multipliers (AADMM), are innovatively introduced to try to solve the above mentioned problems in ECT. The effect of the parameters and the number of iterations for different algorithms, and the noise level in capacitance data are discussed. Both simulation and experimental tests were carried out to validate the feasibility of the proposed algorithms, compared to the Landweber iteration (LI) algorithm. The results show that the SAL and AADMM algorithms can handle a high level of noise and the AADMM algorithm outperforms other algorithms in identifying the object from its background.
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(Some figures may appear in colour only in the online journal)
exhibit the complicated scenarios: especially a sharp transition in permittivity distribution. Moreover, image reconstruction in ECT is ill-conditioned, i.e. its result is sensitive to the measurement noise and errors.

The Rudin–Osher–Fatemi (ROF) [11] model, which is based on total variation (TV) regularization, has been proven to be extremely effective for noisy data in image processing [12–14]. Since TV regularization can allow for sharp changes in permittivity between phases, this model is used to preserve image edges and features in image restoration. Thus, some researchers have applied the ROF model to image reconstruction in ECT: Soleimani and Lionheart [15] explored a regularized Gauss–Newton scheme and found that the TV regularization could improve the separation between phases of different permittivities; Chandrasekera et al [16] presented an algorithm applying iterative soft thresholding (IST) to penalize the TV, which was validated using simulated data and inverse Fourier transform respectively, the solution of equation (1) can be obtained using IST.

\begin{align}
\lambda = S_g
\end{align}

where \(\lambda\) is a normalized capacitance, \(S\) is a normalized matrix known as the sensitivity map, and \(g\) is the normalized permittivity.

As is well known, ECT is a soft-field problem which makes the reconstructed image smooth. Therefore, \(L_1\) regularization methods can be exploited to reduce the smoothing effect and obtain sharper images than \(L_2\) regularization methods. Consequently, equation (1) can be posed as an optimization problem by using \(L_1\) regularization.

\[
\min_g \frac{\mu}{2}||S_g - \lambda||^2_F + ||\nabla g||_W
\]

where the first term is the fidelity term with parameter \(\mu\), the second term is a TV term that includes anisotropic total variation (ATV) term \(||\nabla g|| = |G_x g| + |G_y g|\) and isotropic total variation (ITV) term \(||\nabla g|| = (|G_x g|^2 + |G_y g|^2)^{1/2}\). \(G_x\) and \(G_y\) are auxiliary variables which are used to calculate the horizontal and vertical gradients for \(g\) respectively. The mathematical expression for \(G_x\) and \(G_y\) can be found in the appendix [23].

2.2. SAL algorithm

AL method for ROF model is with many advantages, such as penalty method. It also has been successfully applied to nonlinear PDEs [23]. The SAL is a one-step algorithm by simplifying the AL method. The equation (2) can be initially transformed to a constrained optimization problem as follows

\[
\begin{cases}
\min_{g,q} \frac{\mu}{2}||S_g - \lambda||^2_F + ||q||_W \\
\text{s.t.} \quad q = \nabla g
\end{cases}
\]

where \(||\cdot||_W\) is Euclidean norm of the Euclidean space (see appendix), \(||\cdot||_W\) is 1-norm of the W space (see appendix), \(q, \nabla g \in W\), are both \(n \times 2\) matrices (suppose the ECT image \(f(x, y)\) is an \(N \times N\) matrix, where \(n = N \times N\) and \(\nabla g = [G_x g, G_y g]\). From equation (3), the AL function can be derived out below.

\[
\text{Lar}(g, q, L) = \frac{\mu}{2}||S_g - \lambda||^2_F + ||q||_W + (L, q - \nabla g)_W
\]

\[
+ \frac{r}{2}||q - \nabla g||^2_W
\]

where \((\cdot, \cdot)_W\) is inner product of the W space (see appendix), \(\|\cdot\|_W\) is Euclidean norm of the W space (see appendix), \(L\) is Lagrangian multiplier, \(L \in W\), is an \(n \times 2\) matrix, \(r\) is a positive constant. More proof details can be found in the previous research [23]. Notice that equation (4) can be separated to the following two sub-problems, for a given \(q\),

\[
\min_{g \in W} \frac{\mu}{2}||S_g - \lambda||^2_F - (L^k, \nabla g)_W + \frac{r}{2}||q - \nabla g||^2_W
\]

and for a given \(g\),

\[
\min_{q \in W} ||q||_W + (L^k, q)_W + \frac{r}{2}||q - \nabla g||^2_W
\]

Sub-problem (5) can be efficiently solved using Fourier transforms [13]. Defining \(F(\cdot)\) and \(F^{-1}(\cdot)\) as the Fourier transform and inverse Fourier transform respectively, the solution of \(g\) can be written as follows.

2. Principle of algorithms

2.1. The regularization

In ECT, the relationship between the capacitance and permittivity distributions can be expressed as [4, 25, 26, 27],

\[
\lambda = S_g
\]
\[
g = \mathcal{F}^{-1} \left( \frac{\mu \mathcal{F}(S^T) \mathcal{F}(\lambda) - \mathcal{F}(G_1) \mathcal{F}(L_1^k + \rho_k^1) - \mathcal{F}(G_2) \mathcal{F}(L_2^k + \rho_k^2)}{\mu \mathcal{F}(S^T) \mathcal{F}(\lambda) - \mathcal{F}(\Delta)} \right)
\]

where \( L = (L_1, L_2) \), \( q = (q_1^1, q_2^2) \), \( S^T \) is transposed matrix of \( S \). \( \Delta \) is the Laplacian matrix, which is denoted as follows

\[
\Delta = G_1^T G_1 + G_2^T G_2
\]

Note that the solution \( g \) of equation (7) is a complex number. Also, the real part of it is much larger than its imaginary part. Thus, the real part of it is chosen to represent the permittivity.

Regarding the equation (6), the closed form [13] is:

\[
q_{i,j} = \begin{cases} 
1 - \frac{1}{r} |h_{i,j}| & |h_{i,j}| \geq \frac{1}{r} \\
0 & |h_{i,j}| \leq \frac{1}{r}
\end{cases}
\]

where \( 1 \leq i \leq n, 1 \leq j \leq 2 \), and \( h \) is denoted as below.

\[
h = \nabla g - \frac{L_k}{r}
\]

Finally Lagrangian multiplier \( L \) is updated by:

\[
L^{k+1} = L^k + r (q^k - \nabla g^k)
\]

In fact, the AL method can be simplified by setting the variables \( L \) and \( q \) to zeroes. Therefore, the equation (7) can be simplified as below.

\[
g = \mathcal{F}^{-1} \left( \frac{\mu \mathcal{F}(S^T) \mathcal{F}(\lambda)}{\mu \mathcal{F}(S^T) \mathcal{F}(\lambda) - \mathcal{F}(\Delta)} \right)
\]

Through this method, which is called the SAL algorithm, the permittivity \( g \) is calculated easily from equation (12). The main computational time in SAL algorithm involves four FFT and one inverse FFT. The SAL algorithm is shown in algorithm 1 explicitly.

Algorithm 1. SAL

1. Input: sensitivity matrix \( S \), capacitance measurements \( \lambda, \mu, r \);
2. Obtain \( g \) by solving equation (12);
3. Output: real part of \( g \).

2.3. AADMM algorithm

The basic idea of AADMM is to transform a constrained optimization problem to a series of unconstrained problems. Moreover, the AADMM algorithm is simply alternating direction method of multipliers (ADMM) with a predictor-corrector-type acceleration step. In the ECT imaging, the acceleration used in AADMM is of the form first presented in [16]. As a matter of fact, the AADMM algorithm is close to the SAL algorithm when the parameters used in the two algorithms are selected properly [23, 24].

For equation (1), a common optimized formulation using AADMM solves the following

\[
\min_{s.p} \frac{\mu}{2} \|S g - \lambda\|^2 + \|p\|_w + \frac{\varepsilon}{2} \|p\|_w^2 \\
s.t. \quad p = \nabla g
\]

where the third term in the first row is an \( L_2 \) regularization term with a smoothing parameter \( \varepsilon \).

By decomposing the equation (13), the \( L_1 \) and \( L_2 \) components are split into two sub-problems using the generalized ADMM method. To find the optimal number of \( g \), the following sub-problem must be solved firstly

\[
g^k = \arg \min_g \left( \frac{\mu}{2} \|S g - \lambda\|^2 + \frac{\tau}{2} \| \nabla g \|^2_w \right)
\]

where \( d \) and \( s \) are auxiliary variables, \( \tau \) is a positive constant. The right side of equation (14) is obviously a quadratic programming problem and it’s easy to gain the optimal value:

\[
(\tau \Delta + \mu S^T S) g^{k+1} = \mu S^T \lambda + \nabla \cdot (d^k + \tau s^k)
\]

where \( \nabla \cdot \) is a divergence operator.

Note that equation (15) [24] is a typical linear problem. Since the CG method is computed rapidly when applied to large-size problems, this method is utilized to require \( g^k \) [17]. The another sub-problem is expressed as,

\[
p^k = \arg \min_p \left( \|p\|_W + \frac{\varepsilon}{2} \|p\|^2_W + \frac{\tau}{2} \|p - \nabla g^k\|^2_W \right)
\]

It’s available to take the advantage of a generalized shrinkage formula to deal with equation (16) [24] for \( p^k \).

\[
p^k = \text{shrink} \left( \frac{\tau}{\tau + \varepsilon} (\nabla g^k + \tau d^k), \frac{1}{\tau + \varepsilon} \right)
\]

where the 4th element of the shrinkage formula can be denoted as,

\[
\text{shrink}(z, v) = \frac{z}{|z|} \max \{ |z| - v, 0 \}
\]

The AADMM algorithm is summarized in algorithm 2. Moreover, the acceleration step [24] in the AADMM algorithm is introduced explicitly in algorithm 2.

Algorithm 2. AADMM

1. Input: sensitivity matrix \( S \), capacitance measurements \( \lambda, \mu, \varepsilon, \tau \);
2. Initialize: \( p^{-1} = s^0 \in W \), \( c^{-1} = d^0 \in W \) and \( g \in V \) with zeros, \( \alpha^1 = 1 \);
3. While \( \|g^k - g^{k-1}\|_2 < \text{tol} \)
   (1) Obtain \( g^k \) by solving equation (15) using the CG method;
   (2) Obtain \( p^k \) by solving generalized shrinkage formula in equation (17);
   (3) \( c^k = d^k + \tau (p^k - \nabla g^k) \);
   (4) \( \alpha^{k+1} = \frac{1 + \sqrt{1 + 4 \alpha^k^2}}{2} \);
   (5) \( s^{k+1} = p^k + \frac{\alpha^k-1}{\alpha^{k+1}} (p^k - p^{k-1}) \);
   (6) \( d^{k+1} = c^k + \frac{\alpha^k-1}{\alpha^{k+1}} (c^k - c^{k-1}) \);
end
4. Output: permittivity \( g \).
3. Simulation results

In this section, the simulations are carried out to evaluate the performance of the proposed SAL and AADMM algorithms.

3.1. Modelling

The ECT simulation model is shown in figure 1. The inner and external radius of this eight-electrode sensor is 35 mm and 40 mm respectively. The commercial software (COMSOL Multiphysics) is used to generate the mathematical grids (64 × 64) of a 2D model (see figure 1) and solve the discrete electrical field using finite element method (FEM). Three distributions are chosen for the simulation: cross-shaped, ‘V’-shaped and two rectangular-shaped, as shown in figure 2. The three objects are constructed in an air (relative permittivity 1) background with oil (relative permittivity 2.3) as a high permittivity material. The reconstruction is completed using MATLAB R2015b on a PC with an Intel Core i5-6400 2.7 GHz CPU and 4 GB of RAM.

3.2. Reconstruction

3.2.1. Parameter settings. The relaxation factor and the number of iteration for LI are chosen to be 0.004 and 5000 respectively in all our tests. The parameters used in the SAL and AADMM algorithms varies for the different distributions. In the SAL algorithm, the parameter μ is set as 1 while the parameter τ ∈ [1, 100]. In the AADMM algorithm, the parameter ε is chosen to be 0.01 while the parameters μ and τ are set as \( \mu = 500 \) or \( \mu = 0.5 \) and \( \tau \in [1, 10] \).

Moreover, if μ is far greater than τ (e.g. μ = 500 and τ = 1), the results of the AADMM algorithm in the first iteration are very close to those of the SAL algorithm (r = 1).

3.2.2. Results. For cross-shaped distribution, the figure 3(b) presents that the central area of image reconstructed by LI is apparently distorted and the boundary of it is rough. While in figures 3(c) and (d), the SAL and AADMM algorithms benefit from the introduction of TV penalization and can both preserve more edge characteristics of the object, e.g. a specific and smooth boundary of the object.

For ‘V’-shaped distribution, figures 3(f) and (h) show that the LI algorithm tends to smooth out the boundary between the object and its background while the AADMM algorithm has a sharper transition in permittivity. It is worth noting that the AADMM reconstruction makes demarcation of the object from background clear and shows a good quantification of permittivity values. Figures 3(f) and (g) illustrate that the TV term in equation (2) has a little effect on the result of the SAL algorithm. After all, the SAL is a one-step algorithm.

For two rectangular-shaped distribution, figures 3(j), (k) and (l) illustrate that the SAL and AADMM algorithms both can remain good shape of the object. In addition, the figure 3(j) provides that the two rectangles trend to be connected together. It can be found that the three images all possess a distortion at different level. However, the AADMM algorithm outperforms the best with a better image contrast.

Figure 5(a) illuminates that the AADMM algorithm can successfully distinguish the two rectangles from background clear and shows a good quantification of permittivity values beyond the interesting sensing area are configured as zero artificially.

\[
\sigma = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (g_i - \bar{g})^2}
\]

\[
\bar{g} = \frac{1}{M} \sum_{i=1}^{M} g_i
\]

\[
\theta = \frac{g_0 - \bar{g}}{g_i} \times 100\%
\]

where σ is the standard deviation, M is the total number of pixels in the area which close to the objects, \( g_i \) is the reconstructed permittivity value, \( g_0 \) is the mean value of reconstructed image and \( \bar{g} \) is the mean value of true image. θ is the relative mean error.

Figure 5(a) illuminates that the AADMM algorithm can extract demarcation of the object from background effectively. In addition, figure 5(b) illustrates that the AADMM algorithm can successfully distinguish the two rectangles from each other. Figure 6 shows the relative mean error and standard deviation of the results corresponding to the figure 5. As shown in figure 6, the relative mean error tends to be increased with the increases of the number of iterations. Meanwhile, the standard deviation has a tendency to decline.

Generally, the standard deviation plays a more important role in determining the number of the AADMM algorithm. From the figures 5 and 6, it can be found that the AADMM algorithm outperforms the best with a better image contrast.
can identify the object from its background better with the standard deviation decreasing. That is to say, a smaller standard deviation implies a more uniform distribution image. Furthermore, a smaller relative mean error indicates that the permittivity distribution is closer to the actual case.

3.3. Imaging time and effect of noise level

As shown in table 1, although the number of iteration for the LI algorithm is much larger than that for the other algorithms, it takes the shortest time among the three algorithms. The elapsed time of the SAL algorithm is independent of the permittivity distributions. Once the sensor is determined, the sensitivity map $S$ is constant. Thus except for capacitance $\lambda$, all quantities are constant in equation (12). The computation time in the SAL algorithm is mainly consumed by one FFT and one inverse FFT, once the constant quantities are computed in advance. Normally, it can save the running time of the SAL algorithm more than 28.14% in the tests.

To examine the ability of proposed algorithms for better corner detection at different noise level, a Gaussian noise is added to the normalized capacitance measurements and the suitable signal-to-noise ratio (SNR) is chosen with respect to different inclusions. The SNR for the cross-shaped, ‘V’-shaped and two rectangular-shaped is 30 dB, 25 dB and 17 dB respectively.

Figure 2. Simulated inclusions: (a) cross-shaped, (b) ‘V’-shaped and (c) two rectangular-shaped.

<table>
<thead>
<tr>
<th>True distributions</th>
<th>LI</th>
<th>SAL</th>
<th>AADMM</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 3. Images reconstructed from the simulated data. (a) cross-shaped, (b) $r = 1$, (c) $\mu = 0.5$, $\tau = 2$, (d) ‘V’-shaped, (e) $r = 40$, (f) $\mu = 0.5$, $\tau = 5$, (g) two rectangular-shaped, (h) $r = 40$, (i) $\mu = 0.5$, $\tau = 5$. The relaxation factor used in the LI is 0.004 for all three distributions.

Figure 7 shows all images possess a kind of distortion at different level compared with the corresponding images in figure 3. Obviously, the AADMM algorithm outperforms better than the rest of algorithms. More specifically, figure 7(d) provides that the AADMM algorithm can remain the shape of permittivity distribution. Figures 7(h) and (l) show that the AADMM algorithm is capable of identifying the objects from background efficiently. Similar to the figures 3(b), (c) and (f), (g), figures 7(b), (c) and (f), (g) show the SAL algorithm has a slight effect on the images except for the figure 7(c). From figures 7(j), (k) and (l), it can be found that the SAL and AADMM algorithms can endure a relatively high level of noise and improve the quality of images. Naturally, the noise tend to weaken the ability of the SAL and AADMM algorithms for better corner detection.

4. Experimental results

Static experiments were carried out to validate the performance of proposed algorithms using an ECT system with an eight-electrode sensor. The data acquisition speed of the data acquisition system is about 350 Hz, i.e. the data acquisition system can obtain about 350 sets of capacitance data of 28 electrodes pairs per second. The SNRs of capacitance data for each of 28 electrodes pairs ranged from 30 dB to 40 dB. In order to avoid the system errors and noises, the average of thousands of frames is used as the capacitance data.

As shown in figure 8, the diameter of the ECT sensor was 76 mm and the angular span of each electrode was 30°. The samples of the same shape used in the simulation were utilized for the experimental test (see figure 9). Air and dry sand were used as the low and high permittivity materials (relative permittivity 1 and 4 respectively) to calibrate the system. Paper-made containers in different shapes are filled with dry sand, which represent for each tested distribution. Figure 10 shows the experimental results perform similarly to the simulation test, and the AADMM algorithm provides better image quality in terms of the image contrast and the shape of the object:

- Figures 10(b)–(d) illustrate that the central area of image reconstructed by the LI algorithm is obviously distorted and the edge of the object is rough. Meanwhile the AADMM algorithm can retain the shape of the object better than the SAL algorithm.
- Figures 10(f) and (h) provide that the LI algorithm cannot distinguish the edge of the object, meanwhile the
AADMM algorithm can identify the object from background evidently, a low intensity ‘bridge’ is formed inside the object though.

Table 1. Elapsed time (in seconds).

<table>
<thead>
<tr>
<th>Distributions</th>
<th>LI</th>
<th>SAL</th>
<th>AADMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-shaped</td>
<td>1.25</td>
<td>5.34</td>
<td>4.88</td>
</tr>
<tr>
<td>‘V’-shaped</td>
<td>1.19</td>
<td>5.52</td>
<td>8.78</td>
</tr>
<tr>
<td>Two rectangular-shaped</td>
<td>1.23</td>
<td>5.49</td>
<td>8.56</td>
</tr>
</tbody>
</table>

Figure 10(j) indicates that the two rectangles have a tendency to be connected together, which is similar to the case in figure 3. Figure 10(l) demonstrates that the image reconstructed by the AADMM algorithm has a good image contrast.

5. Summary

In this paper, two image reconstruction algorithms for ECT based on ROF model are introduced preliminarily. The two
Figure 6. The relative mean error and standard deviation of the results reconstructed by the AADMM ($\mu = 0.5$ and $\tau = 5$) algorithm with a different number of iterations: (a) ‘$V$’-shaped distribution; (b) two rectangular-shaped distribution.

<table>
<thead>
<tr>
<th>SNR</th>
<th>True distribution</th>
<th>LI</th>
<th>SAI</th>
<th>AADMM</th>
<th>Relative permittivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>30dB</td>
<td><img src="image1" alt="Cross-shaped" /></td>
<td><img src="image2" alt="Cross-shaped LI" /></td>
<td><img src="image3" alt="Cross-shaped SAI" /></td>
<td><img src="image4" alt="Cross-shaped AADMM" /></td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
<td>(d)</td>
<td></td>
</tr>
<tr>
<td>25dB</td>
<td><img src="image5" alt="V-shaped" /></td>
<td><img src="image6" alt="V-shaped LI" /></td>
<td><img src="image7" alt="V-shaped SAI" /></td>
<td><img src="image8" alt="V-shaped AADMM" /></td>
<td>1.84</td>
</tr>
<tr>
<td></td>
<td>(e)</td>
<td>(f)</td>
<td>(g)</td>
<td>(h)</td>
<td></td>
</tr>
<tr>
<td>17dB</td>
<td><img src="image9" alt="Rectangular" /></td>
<td><img src="image10" alt="Rectangular LI" /></td>
<td><img src="image11" alt="Rectangular SAI" /></td>
<td><img src="image12" alt="Rectangular AADMM" /></td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>(i)</td>
<td>(j)</td>
<td>(k)</td>
<td>(l)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7. Images reconstructed from the noisy data. The normalized capacitance are added with Gaussian noise such that the signal-to-noise ratio (SNR) for the cross-shaped, ‘$V$’-shaped and two rectangular-shaped distributions are 30 dB, 25 dB and 17 dB respectively. (a) cross-shaped, (b) $r = 1$, (c) $\mu = 0.5$, $\tau = 2$, (d) ‘$V$’-shaped, (e) $r = 1$, (f) $\mu = 0.5$, $\tau = 0.5$, (g) two rectangular-shaped, (h) $r = 80$, (i) $\mu = 0.5$, $\tau = 5$. The relaxation factor used in the LI is 0.004 for all three distributions.
Figure 8. ECT system and materials used in the experimental study.

(a) (b) (c)

Figure 9. Real permittivity distributions used in the experimental study: (a) cross-shaped, (b) ‘V’-shaped and (c) two rectangular-shaped.

<table>
<thead>
<tr>
<th>True distributions</th>
<th>LI</th>
<th>SAL</th>
<th>AADMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>(e)</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>(j)</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 10. Images reconstructed from the experimental data. (a) cross-shaped, (b) $r = 1$, (c) $\mu = 0.5, \tau = 1$, (d) ‘V’-shaped, (e) $r = 40$, (f) $\mu = 0.5, \tau = 2$, (g) two rectangular-shaped, (h) $r = 70$, (i) $\mu = 0.5, \tau = 5$. The relaxation factor used in the LI is 0.004 for all three distributions.
algorithms are designed as a one-step and iterative algorithms, i.e. the SAL for one-step and the AADMM for iterative algorithms. Both simulation and experimental tests were carried out to validate the feasibility of the proposed algorithms. The results show that the SAL and AADMM algorithms can make the boundary of the object clear in several cases. Moreover, the AADMM algorithm is good at distinguishing objects from the background, such as two rectangular-shaped and ‘V’-shaped. Furthermore, the two algorithms can endure a relatively high level of noise and improve the quality of images, particularly the AADMM algorithm. Naturally, the noise tend to weaken the ability of the two algorithms for better corner detection.

The results also indicate that some images reconstructed by the SAL are similar to those of the LI. After all, the SAL is a one-step algorithm. Also, some artifacts in the images reconstructed by the AADMM cannot be removed. In future work, the results of the AADMM algorithm could be discussed and improved further with more experiment and simulation but not present in this paper.
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**Appendix**

This appendix describes how to get $G_x$ and $G_y$, and gives some basic notations.

The Euclidean space $\mathbb{R}^{N \times N}$ is denoted as $V$. Without the loss of generality, suppose the ECT image $f(x, y)$ is an $N \times N$ matrix, where $n = N \times N$. The $f$ can be stored as an $n \times 1$ vector $g$ in which each element corresponds to a pixel in the ECT imaging region. It makes sense to consider $g \in V$ accordingly. The $dx$ and $dy$ are defined as horizontal and vertical gradients for $f$ respectively using forward difference approximation.

For $1 \leq i, j \leq N$,

$$
(dx)_{ij} = \begin{cases} 
    f_{i,j+1} - f_{i,j}, & 1 \leq j \leq N - 1 \\
    f_{i,1} - f_{i,N}, & j = N
  \end{cases} \quad (dy)_{ij} = \begin{cases} 
    f_{i+1,j} - f_{i,j}, & 1 \leq i \leq N - 1 \\
    f_{1,j} - f_{N,j}, & i = N
  \end{cases} \quad (A.1)
$$

The remaining elements of $G_x$ and $G_y$ are all set to zeroes. The relationships among the variables aforementioned are shown in figure A1.

The usual inner product and Euclidean norm of space $V$ are denoted as $(\cdot, \cdot)_V$ and $\|\cdot\|_V$ respectively. The space $W$ is equipped with inner product $(\cdot, \cdot)_w$ and Euclidean norm $\|\cdot\|_w$.\
which are determined as follows. For $T, P \in W$, are both $n \times 2$ matrices,

$$\begin{align*}
(T, P)_{W} &= (T^{1}, P^{1})_{V} + (T^{2}, P^{2})_{V} \tag{A.3}
\end{align*}$$

where $T^{1}$ and $T^{2}$ and $P^{1}$ and $P^{2}$ are the first and second column of $T$ and $P$ respectively, and

$$\|T\|_{W} = \sqrt{(T, T)_{W}} \tag{A.4}$$
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